## Fourier Transform and Applications - Part 2

## ECE generic



## (continued from Part 1)

## 5. The Fourier Integral

### 5.1 Concept

Consider a periodic function of period $T$, if $T \rightarrow \infty$, what would become of the sum

$$
\sum_{m=-\infty}^{\infty} X_{m} e^{i m \omega_{0} t}=x[t]
$$

First, let's take a look of a typical example, suppose we have a square wave as shown below:
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Increase the period and we note that $X_{m}$ becomes very dense, for the simple reason: the fundamental frequency becomes very small: $\quad \Delta \mathrm{f}=\frac{1}{T} \rightarrow 0$ when $T \rightarrow \infty$
We observe that all the points of Fourier coefficients appear to morph into a curve. What kind of curve is that? We'll see that it is known as the Fourier transform.

When we sum a function over a very dense sets of points, it approaches to an integral:

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} X_{m} e^{i m \omega_{0} t} \rightarrow \int_{-\infty}^{\infty} X[\omega] e^{i \omega t} d \omega \tag{5.1.2}
\end{equation*}
$$

To be correct, we have to include the integration interval as well, right? Take a look at this:


As illustrated with the bar chart above, to express the concept of (5.1.2) rigorously, we write:

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} X_{m} e^{i m \omega_{0} t}=\sum_{m=-\infty}^{\infty} \frac{X_{m}}{\omega_{0}} e^{i m \omega_{0} t} \omega_{0} \tag{5.1.3}
\end{equation*}
$$

where $X_{m}$ is the whole area of bar $m \omega_{0}$, we define $\frac{X_{m}}{\omega_{0}}=$ bar height, $\omega_{0}$ is the bar width, which will play the role of interval $\Delta \omega$ in the integral. The interval is $\omega_{0}$, which is $\frac{2 \pi}{T}$. So, indeed, as $\mathrm{T} \rightarrow \infty$, the interval
$\omega_{0} \rightarrow 0$ as would be in an integral.
We define $m \omega_{0} \equiv \omega_{m}$, then:
$\omega_{0}=\omega_{m+1}-\omega_{m}=\Delta \omega_{m}$, and we define a function $\chi\left[\omega_{m}\right]$ such that:

$$
\begin{equation*}
\lim _{\omega_{0} \rightarrow 0} \frac{X_{m}}{\omega_{0}}=\chi\left[m \omega_{0}\right] \equiv \chi\left[\omega_{m}\right] \tag{5.1.4}
\end{equation*}
$$

Then, Eq. (5.1.3) becomes:

$$
\begin{align*}
\sum_{m=-\infty}^{\infty} X_{m} e^{i m \omega_{0} t} & =\sum_{m=-\infty}^{\infty} \frac{X_{m}}{\omega_{0}} e^{i m \omega_{0} t} \omega_{0} \\
& \approx \sum_{m=-\infty}^{\infty} \chi\left[\omega_{m}\right] e^{i \omega_{m} t} \Delta \omega \\
& \rightarrow \int_{-\infty}^{\infty} \chi[\omega] e^{i \omega t} d \omega \tag{5.1.5}
\end{align*}
$$

This means that we can express the input signal as:

$$
\begin{equation*}
x[t]=\int_{-\infty}^{\infty} \chi[\omega] e^{i \omega t} d \omega \tag{5.1.6}
\end{equation*}
$$

and we refers to $x[t]$ as the Fourier transform of $\chi[\omega]$.
Conversely, we note that:

$$
\begin{equation*}
X_{m}=\frac{1}{T} \int_{-T / 2}^{T / 2} x[t] e^{-i m \omega_{0} t} d t \tag{5.1.7}
\end{equation*}
$$

Let $m \omega_{0}=\omega_{m}$, then:

$$
\begin{aligned}
\chi\left[\omega_{m}\right]=\lim _{\omega_{0} \rightarrow 0} \frac{X_{m}}{\omega_{0}} & =\lim _{T \rightarrow \infty} \frac{1}{T \omega_{0}} \int_{-\infty}^{\infty} x[t] e^{-i \omega_{m} t} d t \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} x[t] e^{-i \omega_{m} t} d t
\end{aligned}
$$

Dropping the dummy subscript $m$ :

$$
\begin{equation*}
\chi[\omega]=\frac{1}{2 \pi} \int_{-\infty}^{\infty} x[t] e^{-i \omega t} d t \tag{5.1.8}
\end{equation*}
$$

Thus, the pair of functions $\mathrm{x}[\mathrm{t}]$ and $\chi[\omega]$ are referred to as Fourier transform of each other. Notice that there is a $2 \pi$ factor involved. We can avoid this factor if we integrate vs frequency $f$ instead of $\omega$. Then:

$$
\begin{gather*}
\chi[f]=\int_{-\infty}^{\infty} x[t] e^{-i 2 \pi f t} d t  \tag{5.1.9a}\\
x[t]=\int_{-\infty}^{\infty} \chi[f] e^{i 2 \pi f t} d f \tag{5.1.9b}
\end{gather*}
$$

We also write symbolically:

$$
\begin{equation*}
\chi=\mathcal{F}^{-1}[x] \tag{5.1.10a}
\end{equation*}
$$

and

$$
\begin{equation*}
x=\mathcal{F}[\chi] \tag{5.1.10b}
\end{equation*}
$$

where $\mathcal{F}$ denote the Fourier transform and $\mathcal{F}^{-1}$ denotes the inverse Fourier transform. Not every function has a Fourier transform: for example function that diverges at infinity or does not vanish sufficiently fast at infinity: the integral value simplies does not exist.

One very important note: In the following, sometimes we will write:

$$
\begin{gather*}
\chi[f]=\int_{-\infty}^{\infty} x[t] e^{-i 2 \pi f t} d t  \tag{5.1.9a}\\
x[t]=\int_{-\infty}^{\infty} \chi[f] e^{i 2 \pi f t} d f \tag{5.1.9b}
\end{gather*}
$$

and other times we will write:

$$
\begin{align*}
& \chi[f]=\int_{-\infty}^{\infty} x[t] e^{i 2 \pi f t} d t  \tag{5.1.11a}\\
& x[t]=\int_{-\infty}^{\infty} \chi[f] e^{-i 2 \pi f t} d f \tag{5.1.11b}
\end{align*}
$$

There is absolutely nothing wrong with either way. Functions $\chi[f]$ and $x[t]$ are not any specific functions and the equal sign doesn't represent an equation, but a definition: the left hand side is always
considered as a definition by the right hand side. In computer analogy, the equal sign is not $==$ but only an assignment: = .

The reason we use (5.1.9) is that it is a continuation from our discussion of extension of Fourier's theorem of periodic function to Fourier transform. For (5.1.11), we simply define the left hand-side by the right-hand-side operation.

### 5.2 Example 1

What is the Fourier transform of this function?

$$
h[t]=\frac{1}{\tau} e^{-t / \tau} u[t]
$$

mn[ $]$ := Manipulate [

```
Plot \(\left[e^{-t / \tau}\right.\) UnitStep \([t] / \tau,\{t,-1,5\}\), PlotStyle \(\rightarrow\) \{Red, Thickness[0.005]\},
        PlotRange \(\rightarrow\{0,1\}\) ]
    , \(\{\tau, 1,5\}]\)
```



$$
\begin{aligned}
& \frac{1}{\tau} \int_{0}^{\infty} e^{-t / \tau} \mathfrak{e}^{i \omega t} d t=\frac{1}{\tau} \int_{0}^{\infty} e^{-t(1 / \tau-i \omega)} d t \quad \quad \text { (drop the } \sqrt{2 \pi} \text { ) } \\
& =\left.\frac{1}{\tau} \frac{-1}{(1 / \tau-i \omega)} e^{-t(1 / \tau-i \omega)}\right|_{0} ^{\infty}=\frac{1}{\tau} \frac{1}{(1 / \tau-i \omega)} \\
& \text { put back } \sqrt{2 \pi} \\
& \frac{1}{\sqrt{2 \pi}(1-i \tau \omega)} \\
& \ln [\sigma]=\text { FourierTransform }\left[\mathbf{e}^{-\mathbf{t} / \tau} \text { UnitStep }[\mathrm{t}] / \tau, \mathrm{t}, \omega\right. \text { ] } \\
& \text { Out }[0]=\frac{i}{\sqrt{2 \pi}(\tau \omega+i)}
\end{aligned}
$$

Recall that this was also how we could obtain the frequency response function:

$$
H[\omega]=\int_{-\infty}^{\infty} h[\lambda] e^{-i \omega \lambda} d \lambda=\frac{1}{1+i \tau \omega}
$$

We have applied Cauchy's integral theorem to obtained the Fourier transform:

$$
\frac{1}{2 \pi} \int_{0}^{\infty} \frac{e^{i \omega t}}{1+i \tau \omega} d \omega=\frac{1}{\tau} e^{-t / \tau} u[t]
$$

What is the Fourier transform of this function:

$$
g[t]=\frac{1}{\tau} e^{t / \tau} u[-t] \quad ?
$$

$\ln \left[e^{2}=\right.$ Manipulate [
Plot [ $e^{t / \tau}$ UnitStep [-t]/ $\tau,\{t,-5,1\}$, PlotStyle $\rightarrow\{$ Red, Thickness [0.005] \}, PlotRange $\rightarrow\{0,1\}$ ]
, $\{\tau, 1,5\}]$
Out $[0=1$
We notive that

$$
g[t]=\frac{1}{\tau} \boldsymbol{e}^{t / \tau} u[-t]=h[-t]
$$

Then:

$$
\begin{aligned}
\mathcal{F}[g] & =\int_{-\infty}^{\infty} g[t] e^{i \omega t} d t=\int_{-\infty}^{\infty} h[-t] e^{i \omega t} d t \\
& =\int_{-\infty}^{\infty} h[t] e^{-i \omega t} d t
\end{aligned}
$$

Since:

$$
\int_{-\infty}^{\infty} h[\lambda] e^{-i \omega \lambda} d \lambda=H[\omega]
$$

Hence: $\quad \mathcal{F}[g]=\frac{1}{\sqrt{2 \pi}(1+i \tau \omega)}$ (put back $\frac{1}{\sqrt{2 \pi}}$ )
$\mid m[\tau]=$ FourierTransform $\left[\mathrm{e}^{\mathrm{t} / \tau}\right.$ UnitStep $\left.[-\mathrm{t}] / \tau, \mathrm{t}, \omega\right]$
out $0=\frac{i}{\sqrt{2 \pi}(i-\tau \omega)}$
What is the Fourier transform of this function:

$$
q[t]=\frac{1}{\tau} e^{-|t| \mid \tau}
$$

In[ $[$ ]:= Manipulate[

```
    \(\operatorname{Plot}\left[\mathbb{e}^{-\operatorname{Abs}[t] / \tau} / \tau,\{t,-5,5\}\right.\), PlotStyle \(\rightarrow\{\) Red, Thickness [0.005] \},
        PlotRange \(\rightarrow\{0,1\}\) ]
```

    , \(\{\tau, 1,5\}]\)
    

We notice that

$$
q[t]=h[t]+g[t]
$$

$$
\begin{aligned}
\int_{-\infty}^{\infty} q[t] e^{-i \omega t} d t & =\int_{-\infty}^{\infty}(h[t]+g[t]) e^{-i \omega t} d t \\
& =\int_{-\infty}^{\infty} h[t] e^{-i \omega t} d t+\int_{-\infty}^{\infty} g[t] e^{-i \omega t} d t \\
& =\frac{1}{1+i \tau \omega}+\frac{1}{1-i \tau \omega}=\frac{2}{1+\tau^{2} \omega^{2}}
\end{aligned}
$$

### 5.3 Example 2

Find the Fourier transform of a square pulse: $\quad \Pi[t ; a]$
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$\ln [\cdot]:=\boldsymbol{f}=\boldsymbol{i} \boldsymbol{a}=. ;$
$\frac{1}{a} \int_{-a / 2}^{a / 2} e^{i 2 \pi f t} d t$
Out [o] $=\frac{\sin (\pi a f)}{\pi a f}$
Thus:

$$
\mathcal{F}[\Pi[t ; a]]=\frac{\sin (a f \pi)}{a f \pi}=\operatorname{Sinc}[\pi f a]
$$

We can find the inverse Fourier transform:

$$
\begin{aligned}
\int_{-\infty}^{\infty} \frac{\sin (a f \pi)}{a f \pi} e^{-i 2 \pi f t} d f & =\frac{1}{2 i} \int_{-\infty}^{\infty} \frac{e^{i a f \pi}-e^{-i a f \pi}}{a f \pi} e^{-i 2 \pi f t} d f \\
& =\frac{1}{2 i}\left(\int_{-\infty}^{\infty} \frac{1}{a f \pi} e^{-i 2 \pi f(t-a / 2)} d f-\int_{-\infty}^{\infty} \frac{1}{a f \pi} e^{-i 2 \pi f(t+a / 2)} d f\right)
\end{aligned}
$$

Apply Cauchy's integral theorems to find the inverse Fourier transform of $\frac{\sin (a f \pi)}{a f \pi}$
Remember this case and this:


### 5.4 Other simple functions

Below is a graphic representation of common signal shapes and their Fourier transforms.


There are two interesting functions in the app, for which the Fourier transform of each is itself.
$\ln [\rho]:=$ FourierTransform $\left[\frac{1}{\operatorname{Cosh}[t]}, t, \omega\right]$
Out $[0]=\sqrt{\frac{\pi}{2}} \operatorname{sech}\left(\frac{\pi \omega}{2}\right)$
$\ln [\cdot]:=$ InverseFourierTransform $\left[\sqrt{\frac{\pi}{2}} \operatorname{sech}\left(\frac{\pi \omega}{2}\right), \omega, t\right]$
Out $[0]=\operatorname{sech}(t)$
And Gaussian:
$\ln [\cdot]:=\mathcal{F}_{t}\left[e^{-t^{2}}\right](\omega)$
Out $[0]=\frac{e^{-\frac{\omega^{2}}{4}}}{\sqrt{2}}$


Out $[0]=e^{-t^{2}}$

### 5.5 Another graphical illustration



### 5.6 Note on Fourier transform convention

There isn't a unique definition of Fourier transform. The most common definition is:

$$
\begin{equation*}
\chi[\omega]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} x[t] e^{i \omega t} d t \tag{5.6.1}
\end{equation*}
$$

amd the inverse Fourier transform for this case is:

$$
\begin{equation*}
x[t]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \chi[\omega] e^{-i \omega t} d \omega \tag{5.6.2}
\end{equation*}
$$

The advantage of this definition is that it is symmetric with respect to the $2 \pi$ factor. However, there are
other definitions of Fourier transform: see Mathematica note for other definitions of FT, which uses the definition above as the default. To use any other particular convention of FT with Mathematica, use this formula:

$$
\sqrt{\frac{|b|}{(2 \pi)^{1-a}}} \int_{-\infty}^{\infty} f(t) e^{i b \omega t} d t .
$$

with appropriate choice of FourierParameters $a$ and $b$. Some common choices for $\{a, b\}$ are $\{0,1\}$ (default; modern physics), $\{\mathbf{1}, \mathbf{- 1}\}$ (pure mathematics; systems engineering), $\{-1,1\}$ (classical physics), $\{0,-2 \mathrm{Pi}\}$ (signal processing).

## 6. An empirical view of Fourier transform

When you see this...


You are actually looking at a case of Fourier transform.
Later you will see that when we use our eyes to look at something, Fourier transform already happens twice to help us seeing it. The purpose of this section is move beyond the perspective of Fourier transform as an abstract mathematical entity. It is anything but abstract in the physical world and this is the view now that we will learn.

### 6.1 Example of sound:

Consider this sound:


Are there three different sounds? What sound is - physically- is just an air pressure wave hitting our eardrum, but what is the property of the air pressure that we can tell they are different?
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We can guess from the illustration above: the rate of vibration of our eardrum is different for each sound, which is what we call "frequency". But mathematically, how do we express this difference? As it turns out, the most mathematically elegant way to see the difference is to take the Fourier transform of the vibration of our eardrum, this is what it shows:


The left hand side x -axis is time (in millisec). The green plot represent the eardrum position vs. time. We can see they are different somewhat for the three sounds. But what is far clearer and definitively more elegant to show the sound difference is the right hand side, the Fourier transform. The x-axis of the FT is $1 /$ time, which is what we call frequency (in unit of Hz ).

Not only the Fourier transform graphs are much clearer with sharp peaks, it is also very clear that each sound has a distinctive set of frequencies. Each sound has a regular-spaced pattern of frequencies, and the frequency spacing is the single most definitive determinant feature that distinguishes the three sounds. This is what we say the sounds have different "pitches."

Fourier transform is not just an abstract mathematical entity for curiosity and amusement, in this course (or generally in science and engineering), it is the natural language to describe certain aspects of the natural world: in fact, perhaps the most fundamental phenomenon of nature as we know it: the wave phenomenon.

### 6.2 Concept of domain

When we look at the formula: $\quad \chi[f]=\int_{-\infty}^{\infty} x[t] e^{i 2 \pi f t} d t$, it appears abstract. Variable $t$ is just an element of the Real number domain: $t \in \mathbb{R}$, and so is variable $f$ of the FT: $f \in \boldsymbol{R}$. But in the context of applying to describe nature, $t$ and $f$ could not be more different: They have to have the unit of being inverse of each other so that their product is unitless and $e^{i 2 \pi f t}$ is physically meaningful.

In the example above, $t$ is time and $f$ is frequency in unit of $\mathbf{1 / T i m e}$. They don't belong to the same Real number set $R$ like in pure math. They belong to different domains: time domain and frequency domain.

But is that the only domain pair in nature? No. Generally speaking, given any domain with variable var with a real physical meaning, its Fourier transform is in the $\mathbf{1} /$ var domain, and we call them a domain pair: $\{\boldsymbol{v a r}, \mathbf{1} / \boldsymbol{v a r}\}$. Besides time, what else is a fundamental physical domain? you guess it, space, and the domain pair here is \{space, spatial frequency\}.

### 6.3 An example of Fourier in spatial domains: Fourier optics

Not only our sense of hearing involves Fourier transform, which is in the time-frequency domain, even more so is our vision -and perhaps more interestingly, this involves the space-spatial frequency domain. And this is not just about our human-specific vision, it is the fundamental behavior of waves, from EM waves to gravitational waves which involve the Fourier transform of space.

Wave is a phenomenon that ties space and time together. As we have seen in other lectures, the most fundamental property of a wave is that it progagates, and hence, the most fundamental parameter is the speed. If a wave is fundamental of nature, so must be its speed. Hence, space and time are not independent because they have to be tied together such that it is the speed that is constant. As of now, the speed of light (EM waves) and gravitational wave is a constant of the Universe as we know it:

$$
2.99792458 \times 10^{8} \mathrm{~m} / \mathrm{s} \text { exactly. }
$$

Hence, the mathematics of Fourier transform when applied to nature is not just for time, but also for space, and our eye is a beautiful illustration of it.

Have you ever wonder why the real image projected by a lens is inverted, like those shown below?

## The Human Eye

The Human Eye

Figure 2



The reason is best described with Fourier transform: the image is inverted because it is two-time Fourier transform. When light propagates, it actually performs Fourier transform of itself.



$$
U[x, y]=\frac{P_{0}}{4 \pi} \frac{1}{z_{1}} e^{i k z_{1}} e^{i \frac{k}{2 z_{1}}\left((\xi-x)^{2}+(\eta-y)^{2}\right)}
$$

Fresnel
Lens
Fraunhofer

$$
\begin{aligned}
H[u, v ; \xi, \eta]= & \frac{1}{\lambda^{2} z_{1} z_{2}} e^{i \frac{k p^{2}}{2 z_{2}}\left(1-\frac{1}{M}\right)} \\
& \quad \times \int_{B}^{\square} P[x, y] e^{i \frac{k r^{2}}{2}\left(\frac{1}{z_{1}}+\frac{1}{z_{2}}-\frac{1}{f}\right)} e^{-i k\left(\left(\frac{s}{2_{1}}+\frac{u}{z_{2}}\right) x+\left(\frac{n}{z_{1}}+\frac{v}{z_{2}}\right) y\right)}
\end{aligned} d x d y
$$

Light scattered from an object, e. g. the tree in the picture above propagates as a Fourier transform of the scattered light (image of the tree) but with a nagging extra term: the quadratic (and higher order) term of
phase known as Fresnel term.


What the lens does is something remarkably simple and beautiful: it negates the Fresnel term, restoring the original image of the object in the subsequent Fourier propagation, known as Fraunhoffer diffraction. But the Fourier transform is applied twice: from the object to the front of the lens, and from the back of the lens to the image plane.

# Every time you look at something, remember this... 

## light already does Fourier transform, twice, for your vision

... and the image is inverted because of being twice-Fouriered!
Guess what left pict in the title of the lecture show?


Yes, it is Fourier being Fouriered.

### 6.4 Examples of spatial Fourier transform: diffraction

### 6.4.1 Concept of diffraction through an aperture

Watch the video below. See what the waves do after getting through the seawall aperture.


What it does is called "diffraction". This happens to EM waves also. Below is the light diffraction case.

### 6.4.2 Fraunhofer diffraction

6.5 Examples of 2D spatial Fourier transform: images

### 6.5.1 Image 1

Consider this picture of a building with windows.


sdim = Dimensions [windows];
s1 = Mean /@ Flatten[windows, 1];
s2 = Partition[s1 - Mean @ s1, sdim[[2]]];
Show [Image @ s2, ImageSize $\rightarrow$ 300]
u1 = RotateRight[Fourier[s2], Floor[sdim[[1]] / 2]];
u 2 = Abs[Transpose @ RotateRight[Transpose[u1], Floor[sdim[[2]]/2]]];
ListPlot3D[Abs[u2], PlotRange $\rightarrow$ All, PlotStyle $\rightarrow$ Hue [0.35, 1, 0.6]
, Mesh $\rightarrow$ False, BoxRatios $\rightarrow$ \{1, 1, 1\}]
Grid[\{\{Item["image", Background $\rightarrow$ Hue[0.15, 0.5, 1]]
, Item["Fourier transform", Background $\rightarrow$ Hue [0.8, 0.25, 1]] \}
, \{Show[Image @ s2, ImageSize $\rightarrow$ 300], Show[Image @ u2, ImageSize $\rightarrow$ 300]\}\}
, BaseStyle $\rightarrow$ \{20, Black, FontFamily $\rightarrow$ "Century Gothic"\}
, Frame $\rightarrow$ True
, Alignment $\rightarrow$ Top]


Do you notice some relationship of left and right?
Take a look at the Fourier transform of the
below:

sdim = Dimensions [cloud];
s1 = Mean /@ Flatten[cloud, 1];
s2 = Partition[s1 - Mean @ s1, sdim[[2]]];
Show[Image @ s2, ImageSize $\rightarrow$ 300]
u1 = RotateRight[Fourier[s2], Floor[sdim[[1]]/2]];
u2 = Abs[Transpose @ RotateRight[Transpose[u1], Floor[sdim[[2] ]/2]]];
ListPlot3D[Abs[u2], PlotRange $\rightarrow$ All, PlotStyle $\rightarrow$ Hue [0.35, 1, 0.6]
, Mesh $\rightarrow$ False, BoxRatios $\rightarrow$ \{1, 1, 1\}]
Grid[\{\{Item["image", Background $\rightarrow$ Hue[0.15, 0.5, 1]]
, Item["Fourier transform", Background $\rightarrow$ Hue [0.8, 0.25, 1]] \}
, \{Show[Image @ s2, ImageSize $\rightarrow$ 300], Show[Image @ u2, ImageSize $\rightarrow$ 300]\}\}
, BaseStyle $\rightarrow$ \{20, Black, FontFamily $\rightarrow$ "Century Gothic"\}
, Frame $\rightarrow$ True
, Alignment $\rightarrow$ Top]



We don't see a regularly-spaced pattern here like that of the window image.
6.5.2 Image 2

Consider this image:

$\ln [$ [ $]=$ siwafer = ImageData @

sdim = Dimensions[siwafer];
s1 = Mean /@ Flatten[siwafer, 1];
s2 = Partition[s1 - Mean @ s1, sdim[[2]]];
Show[Image @ s2, ImageSize $\rightarrow$ 300]
u1 = RotateRight[Fourier[s2], Floor[Length[s2]/2]];
u2 = Abs[Transpose @ RotateRight[Transpose[u1], Floor[Length[u1]/2]]];
umax $=\log [10 ., \operatorname{Max}[\operatorname{Max}[u 2]]$ ];
ListPlot3D[Abs[u2], PlotRange $\rightarrow$ All, PlotStyle $\rightarrow$ Hue [0.35, 1, 0.6]
, Mesh $\rightarrow$ False, BoxRatios $\rightarrow\{1,1,1\}]$
Grid[\{\{Item["image", Background $\rightarrow$ Hue[0.15, 0.5, 1]]
, Item["Fourier transform", Background $\rightarrow$ Hue[0.8, 0.25, 1]]\}
, \{Show[Image @ s2, ImageSize $\rightarrow$ 300], Show[Image @ u2, ImageSize $\rightarrow$ 300]\}\}
, BaseStyle $\rightarrow$ \{20, Black, FontFamily $\rightarrow$ "Century Gothic"\}
, Frame $\rightarrow$ True
, Alignment $\rightarrow$ Top]



Notice something about the relationship between the two? See below with X-ray and electron diffraction of crystals.
6.6 How Fourier transform helps discovering nature - example 1

X-ray tube



FIGURE 9-5 The key $x$-ray photograph involved in the elucidation of the DNA structure. This photograph, taken at Kings College, London, in the winter of 1952-1953, by Rosalind Franklin, experimentally confirmed the then current guesses that DNA was helical. The helical form is indicated by the crossways pattern of $x$-ray reffections (photographically measured by darkening of the $x$-ray film in the center of the photograph. The very heavy black regions at the top and bottom tell that the 3.4 A thick purine and pyrimidine bases are regularly stacked next to each other, perpendicular to the helical axis. Reproduced from R. E. Franklin and R. Gosling, Nature, 171, 740 (1953), with permission.]


Fig. D. Difraction pattern of system of hellices carresponding to
stricture of demxypentose nucleic acid. The squares of Bessel funtions are ploted abouto on the equator saud on the first
seoond, third and fifth laver lines for haif of the nuleoticie mpos seond, third and fifth layer lines for halr of the nucleotide mass
at 20 A. dlameter and remainder distributed along a radus, the mass at a given radius being proportional to to er radius. Absut 0 on the tenth layer lla similar functions are plotted ior an puter
dimeter of 12 A .


Fig. 1. Fibre diagrant of deoxypentose nucleic acid front $\begin{aligned} & \text { Fibre axis vertical }\end{aligned}$

Excerpted:
A Structure for Deoxyribose Nucleic Acid. Watson J.D. and Crick F.H.C. Nature 171, 737-738 (1953)

Molecular Structure of Deoxypentose Nucleic Acids. Wilkins M.H.F., A.R. Stokes A.R. \& Wilson, H.R. Nature 171, 738-740 (1953)

Molecular Configuration in Sodium Thymonucleate. Franklin R. and Gosling R.G. Nature 171, 740-741 (1953)

### 6.7 How Fourier transform helps discovering nature - example 2

Not only one can measure the dimension of ultra-small structure like a crystal, it demonstrates something fundamental: the quantum-mechanic wave behavior of particles, of which the propagation is also best described with the mathematics of Fourier transform.

Second Series<br>December, 1927<br>Vol. 30, No. 1

## THE

## PHYSICAL REVIEW

## DIFFRACTION OF ELECTRONS BY A CRYSTAL OF NICKEL

By C. Davisson and L. H. Germer


#### Abstract

The intensity of scattering of a homogeneous beam of electrons of adjustable speed incident upon a single crystal of nickel has been measured as a function of direction. The crystal is cut parallel to a set of its $\{111\}$-planes and bombardment is at normal incidence. The distribution in latitude and azimuth has been determined for such scattered electrons as have lost little or none of their incident energy.


The single most important material in today Information-Communication Technology industry:



The right most is the Si crystal diffraction image, which is proportional to the Fourier transform of its spatial crystal structure.

Crystal material science and technology would not have been what it is today without the indispensible tool of X-ray and electron diffraction that are most naturally described with the mathematics of Fourier transform.



