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Abstract 


Access to SPIM technology has been limited by high costs and is often put together piece by piece in a lab, creating a collection of parts that is tough to move. Complete, multi-mode systems can cost anywhere between $150,000 to $300,000 while low-end systems can run anywhere between $30,000 to $50,000 [1]. Our team will be designing and prototyping an economical, yet highly mobile SPIM device.  During the Spring 2016 semester, we created a portable prototype that will take multiple 2-D images of a sample, when each component is operated manually.  For Fall 2016, software development will be the core component for most of our goals.  We will be creating a program that will transform the large number of 2-D images into a single 3-D model and a user interface that will control the devices through a series of operations delivering a 3-D image.  If time permits, we would like to 3-D print the model, in which case, software would need to be created to convert the saved image into a .stl file.  These software elements will draw heavily from and demonstrate competency in each group member’s concentration path selection: Numerical Methods, Electronics, and Embedded Systems.  In our final report, we detail the results of our work. We were able to create code which controlled our stage, we met with partial success on the 2-D to 3-D software, and we were unable to create code which pulled an image from the camera.
Introduction and Background

Our purpose for this project is to aid in cancer research and to make analysis of tissue samples simpler. Our project uses selective plane illumination microscopy (SPIM) to analyze the cells of small fluorescent tissue samples. At the beginning of this project, we planned to produce a portable and relatively affordable product for cancer and medical research. By the end of the semester, we had successfully produced the prototype and will continue to enhance the prototype for completion by the end of the year. 

Currently, medical imaging devices are costly and tough to relocate. High quality recreations of biological samples are highly valuable to researchers and cost effectiveness only increases access to the technology.  Our project hopes to show this market is viable, and that devices that meet the cost and portability constraints are achievable. Our primary user audience will be researchers in the biological sciences. The operation of the device will be easy and will not require much instruction, other than knowledge of the samples they intend to image, as well as basic computer skills and laser safety training.
The SPIM project exploits one aspect of the physical laws above all others: excitation/emission. The samples that are imaged have been doped with substances that emit photons of one wave length when bombarded by photons of a different wave length. These emitted photons could be produced by fluorescent objects seeded onto the sample, or by biological artifacts that attach themselves to areas of interest. Our project uses a 488 [nm] laser to excite a specimen to emit photons in the 525 [nm] range. These emitted photons are of a lower energy level then the excitation photons. 


The biological samples that our team will image will have been laced with a fluorescent protein. There are many types of fluorescent proteins available for doping. They all trace their origins to GFP, Green Fluorescent Protein and jellyfish. About 40 years ago, scientists isolated a protein from jellyfish that was responsible for green fluorescence. About 20 years ago, it was discovered that these proteins could be used on other organisms to visually observe biological processes. The original green protein has since been genetically engineered to emit other wavelengths of light. [2]

Our team assembled a prototype SPIM apparatus consisting of three main sections: excitation optics, sample stage rotator, and detection optics. The excitation optics consist of a 488 [nm] diode laser, a cylindrical lens, and an objective lens. The sample stage rotator consists of an electronically controllable motor, a sample positioner, and a cuvette holder. The detection optics consist of an objective lens, an optical filter, a spherical lens, and a monochromatic camera. Vendor-supplied software is used to control the camera and stage motor. The sample is placed in the positioner, and lowered down via the syringe plunger. The cuvette is seated under both the stage motor and positioner and contains water. The sample is manually lowered until immersed and will remain there for the duration of imaging. Because of the optical exposure dangers, the apparatus is enclosed, or protective personnel equipment (PPE) is worn during use. The diode laser is turned on and adjusted until excitation of the sample produces viable images. The stage is then rotated, and images captured. The sample is rotated one revolution, and the captured images are saved to computer storage for further analysis.
Statement of Goals

Our goal analysis diagram can be seen below in Figure 1. The diagram details our entire year working on the project. Our target objective for the Spring 2016 semester was to have built the laser path and stage on a 2’ x 2’ breadboard and to have a functional prototype that will rotate, excite and image a specimen.  
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Figure 1: Goal Analysis Diagram.
Based on Figure 1, our target objective is to have a SPIM prototype that can rotate and illuminate a biological sample, take 2-D pictures of the sample in one revolution, and produce a 3-D image of it on a computer.  In Spring 2016, a SPIM device – with a sample-mounting system – must be constructed and able to rotate and illuminate a sample, along with capturing and saving 2-D images of the sample and toggling the laser. In Fall 2016, the prototype must be able to automate the process of using SPIM technology for sample analysis – using code to develop various software to do so – and produce a satisfactory 3-D image of the sample being analyzed. A crossed-out goal is a goal that was completed. A circle goal is a goal currently in progress. A goal without any symbols either represent a goal that is remaining and has not been started on yet or a goal that has not been completed successfully. For this report, a goal without any symbols on it represent a goal that was not completed successfully.
Specifications 

Our specifications include image processing speed, product size, and how all our devices inside will be supplied power; this mainly includes the camera and the laser. One 2-D image can be processed roughly at 15 seconds and our entire product is estimated to be 2’ x 2’. The outside dimensions of the cuvette being used are 12.46 mm x 7.53 mm x 45.29 mm while the inside dimensions are 9.96 mm x 5.01 mm x 43.29 mm.
Constraints
Our constraints, however, include the cost of our entire product, specimen size, and safety. Currently we have already sorted out the majority of our constraints. The material cost of our entire product so far is estimated to be less than $30,000. The reason specimen size is a constraint is because we are limited to the cuvette that holds the syringe, the size of the syringe that holds the specimen, and the light sheet. Our last constraint is safety; we want to keep our product as safe as possible by completely enclosing the laser beam, preventing any need for the user to be trained or certified.  

Engineering Standards

Our project requires adherence to standards set by Occupational Safety and Health Administration (OSHA) since we are using a Class 3B laser. According to ANSI Z136.1 (2007), a Class 3B laser falls under Class 3, which specifies a moderate risk or medium power for this type of laser. A Class 3 laser produces radiation powerful enough to injure human tissue with one short exposure to the direct beam or its direct reflection off a shiny surface. However, a Class 3 laser is not capable of causing serious skin injury or hazardous diffuse reflections under normal use. There are numerous safety precautions for a Class 3B laser. The laser should not be aimed at an individual’s eye, but should be operated in a restricted area and only by experienced personnel. The beam path should be enclosed as much as possible to reduce radiation exposure to human tissue. The enclosure does not have to be opaque, for even a transparent enclosure will prevent individuals from placing their head or reflecting objects within the beam path. Due to its amount of power, termination should be used at the end of the useful paths of the direct and any secondary beams to conserve energy and reduce radiation exposure. The laser should be mounted firmly to assure the beam only travels along its intended path. The beam path should be placed above or below the eye level of any sitting or standing observers whenever possible. All unnecessary mirror-like surfaces within the vicinity of the laser beam path should be removed to avoid radiation exposure from direct reflection. Proper laser eye protection should always be used when working with the direct beam or specular reflection. To prevent tampering by unauthorized individuals, authorized personnel must key-switch the laser. [3]
Since we are using commercially produced products to create a device that is already on the market, albeit a more efficient and portable device, these devices are pre-approved for use. It should be noted that the power supplies our devices use are the typical 120 [V] power supplies. We will also be using USB to communicate with our peripherals. USB operate according to international standards, and our product will need to comply with those standards. For printing the components for the staging of the cuvette and the sample, 3-D printing software was necessary. The 3-D printing software used, Cura, reads .STL files [4].  This file format has quickly become the data transmission format for rapid prototyping [4].  The .STL format describes only the geometrical surface of the object and approximates them with a series of triangles [4].  The more complex the surface, the more triangles used to describe it.  Each triangle is defined by its outward pointing normal and its three vertices, using the right-hand rule for order and the Cartesian coordinate system for placement [4]. The .STL format specifies binary and ASCII representations [4]. 
For this semester, object-oriented programming (OOP) languages like C and C++ will be used to automate the imaging process. Object-oriented programming (OOP) languages uses “objects” to interact with one another in a computer program. This type of programming language will assist us in automating the laser, camera, and stage to interact with each other while obtaining a 3-D image of a biological sample.
Design and Methodology 

Design


Below is Figure 2a (on the left), an overview diagram with which our sponsor provided to our team prior to any development. The diagram displays a similar layout of our final prototype shown in Figure 2b (on the right), as well as how each component of our project fits together and interacts with each other. [5]
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Figure 2: Overview diagram provided by Dr. Mayerich (a) and top view of prototype (b).
As you can see in the layout, the laser light path includes various lenses until it reaches the sample. After it illuminates the sample, the camera captures the image and sends it to the PC. This can also be seen below in Figure 3, a more detailed overview diagram.
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Figure 3: Detailed Portable SPIM Overview Diagram.
In the Spring 2016 semester, our prototype was be built and be able to capture 2-D images of a biological sample. For the Fall 2016 semester, software development and 3-D image processing were dealt with. 

The sample mounting system was designed by measuring the dimensions of the cuvette and rails and syringe, the diameters of the screws, the distance between the cuvette and the syringe, the distance between the syringe and the sample, and the distance between the cuvette and the sample. The threads of the screws were also taken into consideration when designing the mounting system. The components of the sample mounting system were printed using a 3-D printer. 
Methodology
For the Fall 2016 semester, our group’s plan is to concentrate primarily on software development, having achieved hardware sufficiency during the Spring semester. We will need to code programs which does the following: control stage rotation, control camera and laser firing, blend 3-D images from 2-D images, and coordinate and synchronize the various software. Lastly, we will need to perform a final build for the prototype with the new software controlling it.  


Testing the various software packages will have a “go/no-go” regime. Either our software will work or it will fail. However, we will strive for not just working code, but optimized and efficient code. 

Laser


Research of optics and mathematical calculations were utilized to construct the design of the laser path. Code was developed on the Arduino to toggle the laser on and off and was tested by running the code and observing the form of the wave resulting from the running code.
Stage and Its Code

Testing for the stage control software consisted of 3 phases: Initiating communications and any movement, performing controlled moves, and checking fidelity of our controlled moves. Initializing and requesting movement consisted of printing to command prompt the number of connected APT devices and their serial numbers, then executing a single JOG command.  Once communications had been established between a computer and the stage microcontroller, we set about creating code to perform controlled moves. Our group arbitrarily selected 10 degrees movement to begin tests. To execute this, we had to write to the motor a series of bytes which would tell it how far to move, on the command to move. The motor controller chip counts the number of encoder pulses per degree of movement. Our motor is a PRM1-Z8, reading off of the APT_Communications_Protocol pdf provided by ThorLabs, the encoder count for this motor is 1919.4 per degree. The integer value of 19200 was written, in hexadecimal form – little endian, to the controller’s relative move parameter settings. Every time a relative move was called, it would use this stored value to determine when to stop the motor. The last step was to test for fidelity. We send a call for 10 degrees to the motor. This was done by commanding 36 relative movement calls and observing the final position of the motor. The success of this was verified by the initial position and the final position reading identical. The position was determined by a visual reading of the dial embossed on the top of the motor. The code which controls the motor can be compiled in Visual Studio and ran on the local machine. However, this is not necessary to have this function on other, Windows-based machines. The compiled folder can be copied to a portable drive, and the executable can be called from another machine. This code was built and compiled on a desktop computer, but can be ran from a laptop. This fulfilled the portability portion of the stage control software. 

Camera and Its Code
In Spring 2016, a CCD camera and the ThorCam software was used to capture and save 2-D images of biological test samples doped with 35 [um] fluorescent beads. In Fall 2016, we needed a means to trigger the camera to pull an image, then save this image to a computer file for later use.  Using the Thorcam software, there were a few ways to take an image. The “capture” function when triggered “on”, allows the image to be viewed and an image can be saved if the “save image” function is initiated.  The other image capturing functions will pull the image and save the image to a predetermined computer location.  We first set out to use the Arduino Uno to communicate with the camera’s controller. Through the Thorlab website, we found a means to accomplish this through the use of a manufacturer’s suggested break-out board, Figure 4, designed specifically for use with the Arduino, triggering the “capture” function on the camera.  
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                                               Figure 4:  Thorlab TSI-IOBOB-2 Break-out Board.
We would also contact a Thorlab technician if we had any questions and turned our sites to altering C++ code.  Viable programs are located inside the Thorcam software.  
Blending Software

The test plan for the blending software consisted starting with a simple test image and rotating it in 3-space. This image would be simple enough that a person could visualize its 3-D shape if rotated about an imaginary axis with no difficulty. If this could be performed, then the code written could be used for the sample images we used on our SPIM apparatus. Our code started in MATLAB. An image was loaded, and a large array pre-allocated with zeros. This array would have to accommodate a whole rotated image. Its dimensions were keyed off of the image tested. The width and length were set to the samples horizontal length, and the height was set to the sample’s height. At every point in the pre-allocated array, a check was done versus the simple test image at a distance from the center line. If there was data, it was written to the array. This produced a set of images with a central image that would be further used in the design process. If this 3-D artifact was imaged with our SPIM apparatus, all of the retrieved images would look like the central image. If this image is loaded into our blending software, and a set of test images produced has the expected appearance, then our group could continue to develop this software for use on the real world data captured from the apparatus.  The output of the revolved image was stored in a 3-D array. The row and columns were of the above, but the page numbers were assigned arbitrarily. This page assignment was used to develop a set of theta values representing a position of an image with respect to some fixed point where this image could have been taken. Initially a nearest neighbor look-up was performed to do the interpolation. The pre-allocated array was written element by element. The position in the array with respect to an imaginary origin was used to determine where to draw off of the above figure. Converting into cylindrical coordinates, a Theta, Rho, and Zed variable was extracted from the current position of interest in the pre-allocated array with respect to its imagined centroid. The Theta value was used to determine which image was pulled from a stack of rotated images. The Rho and Zed values were used to determine the coordinates of the rotated image to read. The byte was read and stored into the pre-allocated array and this was done for each element. The pre-allocated array was then sliced up and each slice written to an image file. This stack of images was then loaded into Amira (a software suite provided by our sponsor), in order to find the rendered output of the blending software and have it reviewed by our sponsor. If the output from the software matches what can be visualized from the rotated sample image and was determined to be acceptable by our sponsor, we then tested the blending software using the stacks of images our team has retrieved from the apparatus in the past 6 months. 
Graphical User Interface Software
The code for the GUI program was tested by running the code and checking for a blinking LED light at each step of the process. The test plan for the graphical user interface software began with using the Java Eclipse IDE. Since we are using an Arduino Uno microcontroller which is programmed using Java, we figured that writing code in Java for a user interface would be the simplest route to take. If Java code does not work, a program was developed on QT to cross-compile C+ code for the stage and Java code from the Arduino. There are two options when adding the code into QT; either we incorporate a simple system call to the executable to rotate the stage or copy over all the C++ code inside the executable. We decided that a system call to the executable would be the same as copying all of the code, plus it also saves space in our software. Lastly, the camera code, which is also written in C++, would be incorporated onto the GUI as well.
Risk Analysis and Management (Plan B)
The possible risks that we could face are inability to get the controller to operate the stage and camera properly, and inability to get the computer code for the stage and laser working correctly. In addition, we have had no biological sample to image and have only fluorescent bead surface laced samples to use.  This means we are only able to image the surfaces and our laser exposure time may cause bleaching.  Having only surface images could pose a problem when internal structures need to be imaged, though we have used samples consisting solely of solution and beads, so the imaged objects have varying depths. Overexposure to the laser will damage the sample and make future imaging impossible. Without a true sample, these issues will be difficult to test.  Even if we are unable to get computer code to directly control the camera and stage motor, we still have the vendor software that performs the functions we need. It requires no license to purchase (as it works only with their products) in order to use them, and they run on the Windows operating system. Should we not be able to get a controller built that will interface with all of the components, we can still use a laptop. It is how we performed initial testing. We have already proven all of the needed tasks can be performed with it. With regards to damaging biological samples, our plan is to use cheap, readily-replaceable test specimen. These will be objects doped with fluorescent micro-beads. These samples will allow us to calibrate our set-up. We will only use harder-to-obtain GFP doped samples for short imaging runs in the apparatus.
Results

Our group was able to design and build a SPIM device that was portable and user-friendly. The picture of our prototype of our SPIM device is shown in Figure 5 while the picture of the enclosure protecting, covering, and holding our prototype is shown in Figure 6. 
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Figure 5: SPIM prototype.
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Figure 6: Enclosure covering and holding the prototype.

The sample mounting system was able to hold the cuvette and sample during testing without the sample and/or syringe slipping or the cuvette moving. Figure 7 shows pictures of the cuvette mount. Table 1 shows the dimensions of the cuvette mount. Figure 8 shows pictures of the sample mount. Table 2 shows the dimensions of the sample mount.
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Figure 7: Cuvette mount being printed (a) and cuvette mount in the prototype (b).

Table 1: Dimensions of the cuvette mount.

	Characteristic
	Measurement (mm)

	Height
	63.74

	Depth of hole holding the cuvette
	9.34

	Length of hole holding the cuvette
	12.84

	Width of hole holding the cuvette
	7.81

	Diameter of hole for locking screw
	4.55

	Width of top portion of mount
	19.75

	Width of bottom portion of mount
	31.57

	Length of mount
	31.38

	Height of bottom portion of mount
	16.32

	Height of top portion of mount
	16.18

	Distance between top part of legs of mount
	18.95

	Distance between bottom part of legs of mount
	18.71

	Width of leg on the locking screw side (top)
	6.19

	Width of leg on the locking screw side (bottom)
	5.96

	Width of leg on plain side (top)
	6.27

	Width of leg on the plain side (bottom)
	7.25

	Width of hole in the middle of the mount
	10.23

	Height of hole in the middle of the mount
	36.00

	Width of side of middle hole where the locking screw if
	4.92

	Width of side of middle hole where the plain side is
	4.86
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Figure 8: CAD drawing of sample mount with a view of the bottom base (a), CAD drawing of sample mount with a view of the top base (b), and sample mount in the prototype (c).

Table 2: Dimensions of the sample mount.
	Characteristic
	Measurement (mm)

	Diameter of syringe hole
	7.00

	Diameter of screw hole
	4.88

	Distance between the small holes at the bottom of the mount (on each side of the syringe hole)
	32.31

	Height
	34.97

	Width
	14.98

	Diameter of each small hole at the bottom of the mount (on each side of the syringe hole)
	4.96

	Diameter of hole for locking screw
	4.08


However, we were not able to complete the goal of automating the process of using the SPIM apparatus by code and creating a 3-D model of a biological sample.
Laser

In Spring 2016, our laser path was built within the specified footprint and able to illuminate a biological sample. The code that toggled the laser on and off was successful in doing so since the wave formed from the running program was a square wave.
Stage

Before developing the code for the stage, the rotating aspects of the stage had to be observed using a manual controller and the software interface, APT Software. For Spring 2016, we ran tests on our rotational stage motor to quantify the repeatable accuracy of small incremental movements. Tables listing the angle measurements obtained from rotating the stage and the actual average jog step sizes compared to the expected jog step size can be found in the Appendix section. In Fall 2016, our group created software that can control the stage motor. The code which controls the motor can be compiled in Visual Studio and ran on the local machine. However, this is not necessary to have this function on other, Windows-based machines. The compiled folder can be copied to a portable drive, and the executable can be called from another machine. This code was built and compiled on a desktop computer, but can also be ran from a laptop. This fulfills the portability portion of the stage control software. The following hyperlinks will take a user to videos posted on the current popular social media for video distribution: 

· Running the stage on a Windows 7 desktop computer: https://youtu.be/ESKLK90grW0  

· Running the stage on a Windows 10 laptop: https://youtu.be/s16l5ULbXHc
These videos show the code running on a desktop and a laptop machine respectively. The laptop does not have Visual Studios installed on it.
Camera

In Spring 2016, we have successfully captured 2-D images of various specimens. We had two biological test samples both doped with 35 [um] fluorescent beads. One was a piece of Oryza Sativa (Specimen 1) and the second was an unremarkable lump of calcified organic material (Specimen 2). Select images from both specimens can be found in the Appendix section.


In Fall 2016, we developed code to trigger the “Capture” function of the camera to capture 2-D images of a biological sample and save the images onto the computer. Unfortunately, this function did not save the image and provided no access to the other image-recording functions. The break-out board did not save or allow access to the “Save” function.   A Thorlab technician could not provide any information to help us trigger the other camera functions.  We turned our sites to altering C++ code, but working code to operate the camera was not built in time. Some code has been compiled successfully, but the goal of capturing an image into a computer file could not be accomplished in time.  The camera will need to be controlled via the Thorcam software.
Blending Software
The following shows the simple test image our group used. 
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Figure 9: Simple test image.

Our code started in MATLAB. An image was loaded, and a large array pre-allocated with zeros. This array would have to accommodate a whole rotated image. Its dimensions were keyed off of the image tested. The width and length were set to the samples horizontal length, and the height was set to the samples height. At every point in the preallocated array, a check was done versus the simple test image at a distance from the center line. If there was data, it was written to the array. This produced a set of images whose central image can be seen in the following figure.
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Figure 10: Central image of revolved test image.

It was this image that was used further in the design process. If you can imagine this image, rotated about the center, it will form a torus with at stubby cylinder jutting out from the top and bottom. If this 3-D artifact was imaged with our SPIM apparatus, all of the retrieved images would look like the above figure. If this image is loaded into our blending software, and a set of test images produced has this appearance, then our group could continue to develop this software for use on the real world data captured from the apparatus.  The output of the revolved image was stored in a 3-D array. The row and columns were of the above, but the page numbers were assigned arbitrarily. This page assignment was used to develop a set of theta values representing a position of an image with respect to some fixed point where this image could have been taken. Initially a nearest neighbor look-up was performed to do the interpolation. The preallocated array was written element by element. The position in the array with respect to an imaginary origin was used to determine where to draw off of the above figure. Converting into cylindrical coordinates, a Theta, Rho, and Zed variable was extracted from the current position of interest in the preallocated array with respect to its imagined centroid. The Theta value was used to determine which image was pulled from a stack of rotated images. The Rho and Zed values were used to determine the coordinates of the rotated image to read. The byte was read and stored into the preallocated array and this was done for each element. The preallocated array was then sliced up and each slice written to an image file. This stack of images was loaded into Amira (a software suite provided by our sponsor) and the following figure shows the output. 
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Figure 11: Rendered output from blending software.

As can be seen from above, the output from the software does match what can be visualized from the rotated simple image. This and the stack of output images was reviewed by our sponsor and determined to be acceptable. We then turned the code onto the stacks of images our team has retrieved from the apparatus in the past 6 months. These attempts did not meet with success. There are distortions and artifacts in the images, along with noticeable discontinuities. These can be seen in the following screen capture of thumbnails from the output dump. 
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Figure 12: Thumbnails from the image dump.

Our group was successful in creating 2-D to 3-D software that could blend simple images. More complex ones, however, meet with partial success. Despite our best attempts, our group was unable to produce a stack of images that were without such noticeable defects.
Graphical User Interface Software
We also had partial success with the graphical user interface. Without the camera control software, the GUI could not control the user experience. After creating the GUI by using Java-provided frameworks, there were some issues in syncing the Java code with the C++ code that is used for both Thorlabs stage and camera. Therefore, we completely scratched the Java code and began searching for a cross compiler. We found QT to be the best route to take for allowing communication between the Arduino Uno, stage, camera and laser. The GUI was successfully completed and could communicate via serial communication with the Arduino Uno and the Arduino IDE. The laser was successfully operational as it could be started whenever the user pressed the start button and stopped whenever the user pressed the stop button; there were no issues with interrupts. The stage code, written in C++, was added later onto the GUI. There were two options when adding the code into QT; either we incorporate a simple system call to the executable to rotate the stage or copy over all the C++ code inside the executable. We decided that a system call to the executable would be the same as copying all of the code and it also saves space in our software. Lastly, the camera code which is also written in C++ could be incorporated onto the GUI as well. Unfortunately, we ran out of time at the end of the semester to configure this option within our software but it is in fact achievable. Below is Figure 13, an image of the GUI which was created using the cross-compiler, QT. 


[image: image17]
Figure 13: Portable SPIM Graphical User Interface.
Objectives Accomplished

Our group succeeded in building a SPIM apparatus within the specified footprint and creating code to move the stage, rotate a biological sample, and toggle the laser. We also create a sample mounting system that kept the cuvette, syringe, and sample secure in place. The prototype was also able to use a software interface to rotate the stage and capture and save 2-D images of a biological sample.  
Objectives Not Accomplished

Our group did not succeed in creating software that retrieved an image from the camera. Our group also did not fully complete the blending software. As such, we did not have one software suite which could give a user total control over the entirety of the SPIM apparatus. We were able to develop a graphical user interface that can automate the process of using the SPIM device. However, without camera control, the GUI could not control the user experience.
Conclusions

In the Spring 2016 semester, we successfully completed our portable SPIM prototype build. For the Fall 2016 semester, our goals were to create code for each component, to automate all components together, to produce a user-friendly graphical user interface, and to create code to blend 2-D images into a 3-D model. We were successful in creating code for each component. We were also successful in creating a graphical user interface along with the 2-D to 3-D blending software. However, we were unsuccessful with getting the communication link between the three devices. This is something that we strongly feel can be passed on to the next team that undertakes this project as they can not only complete the communication link, but can also enhance the hard work that we have already put towards the Portable SPIM. 
Recommendations

To fully implement the Portable SPIM target objectives, we recommend the following things we would like to see being done or improved on. The software to retrieve images from the camera must be completed, in order to proceed to the step where the blending software is involved. The blending software must be enhanced to create satisfactory 3-D models from sets of 2-D images. The camera software must be incorporated into the GUI - recommended by using system calls – so that automation of using the SPIM device for sample analysis is possible.
Financial Summary

Below are Table 3, a list of our expenditures and their costs, and Table 4, the budget we anticipate for entire year of 2016 and how much we actually expended. For Table 3, the asterisk next to “Computer” means that our group had to provide our own computers, which has software loaded on them and were donated for the use of this project. The Fall 2016 semester was primarily software-based, so we anticipated a smaller budget for that semester than the Spring 2016 semester.

Table 3: Expenditures and Costs.

	Expenditure
	Cost

	Labor

	Team Members (Hourly)
	$37.50/hr

	Team Members (Total)
	$48000

	Counsultants (Total)
	$6000

	Parts

	        In-Kind Donations - Sponsor

	Diode Laser Mount
	$2000

	Camera
	$5100

	Stage
	$873

	Blue Laser Diode
	$3000

	Laser Diode Controllers
	$4000

	        In-Kind Donations - Group

	Enclosure
	$80

	Microcontroller
	$40

	Cables
	$50

	Computer*
	$700

	        Lenses

	Cylindrical Lens
	$54

	Objective Lenses
	$900

	        Miscellaneous

	Optic rail, 6 in
	$42

	Optic rail, 12 in
	$74

	Rail Carrier (5)
	$40

	Cylindrical lens mount
	$80

	K Cube Power Supply
	$26

	Break-out Board
	$80


Table 4: Project Budget Estimate.
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Table 5 shows a compilation of the total and percentage differences between the various totals in Table 4.
Table 5: Percentage Differences between Projected and Expended Totals.

	Difference between (a) and (b)
	Cost Difference (a-b) ($)
	Percentage Difference (%)

	Projected Total and Expended Total
	8661
	11.1467181

	Projected Total and Spring 2016 Total
	33641
	43.2960103

	Expended Total and Spring 2016 Total
	24,980
	36.1824476

	Projected Team Total and Expended Team Total
	0
	0

	Projected Team Total and Spring 2016 Team Total
	24000
	50

	Expended Team Total and Spring 2016 Team Total
	24000
	50

	Projected Consultant Total and Expended Consultant Total
	2100
	35

	Projected Consultant Total and Spring 2016 Consultant Total
	3000
	50

	Expended Consultant Total and Spring 2016 Consultant Total
	900
	23.0769231

	Projected Sponsor-Donated Total and Expended Sponsor-Donated Total
	5027
	25.135

	Projected Sponsor-Donated Total and Spring 2016 Sponsor-Donated Total
	5027
	25.135

	Expended Sponsor-Donated Total and Spring 2016 Sponsor-Donated Total
	0
	0

	Projected Group-Donated Total and Expended Group-Donated Total
	330
	27.5

	Projected Group-Donated Total and Spring 2016 Group-Donated Total
	330
	27.5

	Expended Group-Donated Total and Spring 2016 Group-Donated Total
	0
	0

	Projected Lenses Total and Expended Lenses Total
	1046
	52.3

	Projected Lenses Total and Spring 2016 Lenses Total
	1046
	52.3

	Expended Lenses Total and Spring 2016 Lenses Total
	0
	0

	Projected Miscellaneous Total and Expended Miscellaneous Total
	158
	31.6

	Projected Miscellaneous Total and Spring 2016 Miscellaneous Total
	238
	47.6

	Expended Miscellaneous Total and Spring 2016 Miscellaneous Total
	80
	23.3918129



Throughout the entire year, we stayed within our budget. We expended less than what we projected at the beginning of the semester;  a lot of our differences in the totals in Table 5 were more than 10%. This is because our objectives for the Fall 2016 semester are software-based, so we have not had to purchase as much materials nor use as much consulting hours. Due to our specifications for the prototype, we had not had to purchase as many lenses and rails as we initially thought. Also, we used a lot of freeware and parts donated either by our sponsor or one of the teammates to reduce the amount we expended for parts.
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Appendix
There are multiple documents and files on the Senior Design Collaboration folder under Team 12-Portable SPIM.  The following figures are images of test specimen taken in the lab. Figure 14 shows an anomalous formation on Specimen 2, and Figure 15 shows a fiber that was found encased in Specimen 1.
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Figure 14: Image of anomaly on Specimen 2.
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Figure 15: Fiber encased in Specimen 1.

Table 6 shows the angle measurements taken rotating the stage with its default settings. The stage was rotated in increments based on its jog step size on the software interface. The jog step size was 5⁰ with an accuracy of 10⁰/s2 and a velocity between 0-10 ⁰/s. The driver was the TDC001 DC Servo Driver. The stage was a PRM1-Z8. One thing to consider when reading the data in Table 2 was that when rotating clockwise starting from 0⁰, the stage will automatically stop at 360⁰. However, when rotating counterclockwise starting from 360⁰, the stage will not stop at 0⁰ due to the software interface being set up to stop at 360⁰. For that case, the Home/Zero button had to be clicked to reset the stage to 0⁰.
Table 6: Angle Measurements from Rotating the PRM1-Z8 Stage with its default settings.

	No. of times stage was rotated
	Angle Measurements Turned Clockwise (⁰)
	Angle turned Clockwise (⁰) [Stable Measurement]
	Difference [Clockwise] (⁰)
	Angle Measurements Turned Counterclockwise (⁰)
	Angle turned Counterclockwise (⁰) [Stable Measurement]
	Difference [Counterclockwise] (⁰)

	0
	0
	0
	-
	360
	360
	-

	1
	5.0020, 5.0015, 5.0009, 5.0004, 4.9999
	4.9999
	4.9999
	354.9985, 354.9991, 354.9996, 355.0001
	355.0001
	-4.9999

	2
	10.0013, 10.0008, 10.0003, 9.9998
	9.9998
	4.9999
	349.9986, 349.9991, 349.9997, 350.0002
	350.0002
	-4.9999

	3
	15.0012, 15.0007, 15.0002, 14.9997
	14.9997
	4.9999
	344.9987, 344.9993, 344.9998, 345.0003
	345.0003
	-4.9999

	4
	20.0016, 20.0011, 20.0006, 20.0001, 19.9996
	19.9996
	4.9999
	339.9988, 339.9994, 339.9999, 340.0004
	340.0004
	-4.9999

	5
	25.0010, 25.0005, 25.0000, 24.9995
	24.9995
	4.9999
	334.9995, 335.0000, 335.0005
	335.0005
	-4.9999

	6
	30.0009, 30.0004, 29.9999, 29.9993
	29.9993
	4.9998
	329.9996, 330.0001, 330.0006
	330.0006
	-4.9999

	7
	35.0008, 35.0003, 34.9998, 34.9992
	34.9992
	4.9999
	324.9987, 324.9992, 324.9997, 325.0002, 325.0008
	325.0008
	-4.9998

	8
	40.0012, 40.0007, 40.0002, 39.9997, 39.9991
	39.9991
	4.9999
	319.9993, 319.9998, 320.0003, 320.0009
	320.0009
	-4.9999

	9
	45.0006, 45.0001, 44.9995, 49.9990
	44.999
	4.9999
	314.9994, 314.9999, 315.0005, 315.0009
	315.0009
	-5

	10
	50.0005, 50.0000, 49.9989
	49.9989
	4.9999
	309.9995, 310.0000, 310.0005, 310.0011
	310.0011
	-4.9998

	11
	55.0004, 54.9998, 54.9993, 54.9988
	54.9988
	4.9999
	304.9996, 305.0002, 305.0006, 305.0012
	305.0012
	-4.9999

	12
	60.0003, 59.9997, 59.9992, 59.9987
	59.9987
	4.9999
	299.9997, 300.0002, 300.0008, 300.0013
	300.0013
	-4.9999

	13
	65.0001, 64.9996, 64.9991, 64.9986
	64.9986
	4.9999
	295.0003, 295.0009, 295.0014
	295.0014
	-4.9999

	14
	70.0000, 69.9995, 69.9990, 69.9985
	69.9985
	4.9999
	289.9994, 289.9999, 290.0005, 290.0010, 290.0015
	290.0015
	-4.9999

	15
	74.9999, 74.9994, 74.9989, 74.9984
	74.9984
	4.9999
	285.0000, 285.0006, 285.0011, 285.0016
	285.0016
	-4.9999

	16
	79.9998, 79.9993, 79.9988, 79.9983
	79.9983
	4.9999
	280.0007, 280.0012, 280.0017
	280.0017
	-4.9999

	17
	84.9997, 84.9992, 84.9987, 84.9982
	84.9982
	4.9999
	275.0003, 275.0008, 275.0013, 275.0018
	275.0018
	-4.9999

	18
	90.0001, 89.9996, 89.9991, 89.9986, 89.9980
	89.998
	4.9998
	270.0004, 270.0009, 270.0014, 270.0019
	270.0019
	-4.9999

	19
	94.9995, 94.9990, 94.9985, 94.9979
	94.9979
	4.9999
	265.0005, 265.0010, 265.0015, 265.0020
	265.002
	-4.9999

	20
	99.9994, 99.9988, 99.9983, 99.9978
	99.9978
	4.9999
	260.0011, 260.0016, 260.0022
	260.0022
	-4.9998

	21
	104.9993, 104.9988, 104.9982, 104.9977
	104.9977
	4.9999
	255.0002, 255.0007, 255.0012, 255.0018, 255.0023
	255.0023
	-4.9999

	22
	109.9992, 109.9986, 109.9981, 109.9976
	109.9976
	4.9999
	250.0008, 250.0013, 250.0018, 250.0024
	250.0024
	-4.9999

	23
	114.9991, 114.9985, 114.9980, 114.9975
	114.9975
	4.9999
	245.0009, 245.0014, 245.0020, 245.0025
	245.0025
	-4.9999

	24
	119.9989, 119.9984, 119.9979, 119.9974
	119.9974
	4.9999
	240.0010, 240.0015, 240.0021, 240.0026
	240.0026
	-4.9999

	25
	124.9988, 124.9983, 124.9978, 124.9973
	124.9973
	4.9999
	235.0006, 235.0011, 235.0017, 235.0022, 235.0027
	235.0027
	-4.9999

	26
	129.9987, 129.9982, 129.9977, 129.9972
	129.9972
	4.9999
	230.0018, 230.0023, 230.0028
	230.0028
	-4.9999

	27
	134.9986, 134.9981, 134.9976, 134.9971
	134.9971
	4.9999
	225.0019, 225.0024, 225.0029
	225.0029
	-4.9999

	28
	139.9985, 139.9980, 139.9975, 139.9969
	139.9969
	4.9998
	220.0009, 220.0015, 220.0020, 220.0025, 220.0030
	220.003
	-4.9999

	29
	144.9984, 144.9979, 144.9974, 144.9969
	144.9969
	5
	215.0016, 215.0021, 215.0026, 215.0031
	215.0031
	-4.9999

	30
	149.9983, 149.9978, 149.9973, 149.9967
	149.9967
	4.9998
	210.0012, 210.0017, 210.0022, 210.0027, 210.0032
	210.0032
	-4.9999

	31
	154.9982, 154.9977, 154.9971, 154.9966
	154.9966
	4.9999
	205.0018, 205.0023, 205.0028, 205.0034
	205.0034
	-4.9998

	32
	159.9981, 159.9976, 159.9970, 159.9965
	159.9965
	4.9999
	200.0014, 200.0019, 200.0024, 200.0029, 200.0035
	200.0035
	-4.9999

	33
	164.9975, 164.9969, 164.9964
	164.9964
	4.9999
	195.0020, 195.0025, 195.0031, 195.0036
	195.0036
	-4.9999

	34
	169.9979, 169.9973, 169.9968, 169.9963
	169.9963
	4.9999
	190.0026, 190.0032, 190.0037
	190.0037
	-4.9999

	35
	174.9978, 174.9972, 174.9967, 174.9962
	174.9962
	4.9999
	185.0017, 185.0022, 185.0027, 185.0033, 185.0038
	185.0038
	-4.9999

	36
	179.9977, 179.9971, 179.9966, 179.9961
	179.9961
	4.9999
	180.0018, 180.0023, 180.0029, 180.0034, 180.0039
	180.0039
	-4.9999

	37
	184.9975, 184.9970, 184.9965, 184.9960
	184.996
	4.9999
	175.0024, 175.0030, 175.0035, 175.0040
	175.004
	-4.9999

	38
	189.9974, 189.9969, 189.9964, 189.9959
	189.9959
	4.9999
	170.0026, 170.0031, 170.0036, 170.0041
	170.0041
	-4.9999

	39
	194.9973, 194.9968, 194.9963, 194.9958
	194.9958
	4.9999
	165.0032, 165.0037, 165.0042
	165.0042
	-4.9999

	40
	199.9972, 199.9967, 199.9962, 199.9957
	199.9957
	4.9999
	160.0028, 160.0033, 160.0038, 160.0043
	160.0043
	-4.9999

	41
	204.9971, 204.9967, 204.9961, 204.9955
	204.9955
	4.9998
	155.0034, 155.0039, 155.0044
	155.0044
	-4.9999

	42
	209.9970, 209.9965, 209.9960, 209.9954
	209.9954
	4.9999
	150.0030, 150.0035, 150.0040, 150.0045
	150.0045
	-4.9999

	43
	214.9969, 214.9964, 214.9958, 214.9953
	214.9953
	4.9999
	145.0020, 145.0026, 145.0031, 145.0036, 145.0042, 145.0047
	145.0047
	-4.9998

	44
	219.9968, 219.9963, 219.9957, 219.9952
	219.9952
	4.9999
	140.0037, 140.0042, 140.0048
	140.0048
	-4.9999

	45
	224.9967, 224.9961, 224.9956, 224.9951
	224.9951
	4.9999
	135.0033, 135.0038, 135.0044, 135.0049
	135.0049
	-4.9999

	46
	229.9966, 229.9960, 229.9955, 229.9950
	229.995
	4.9999
	130.0034, 130.0039, 130.0045, 130.0050
	130.005
	-4.9999

	47
	234.9964, 234.9959, 234.9954, 234.9949
	234.9949
	4.9999
	125.0030, 125.0035, 125.0041, 125.0046, 125.0051
	125.0051
	-4.9999

	48
	239.9964, 239.9958, 234.9953, 239.9948
	239.9948
	4.9999
	120.0036, 120.0042, 120.0047, 120.0052
	120.0052
	-4.9999

	49
	244.9962, 244.9957, 244.9952, 244.9947
	244.9947
	4.9999
	115.0037, 115.0043, 115.0048, 115.0053
	115.0053
	-4.9999

	50
	249.9966, 249.9961, 249.9956, 249.9951, 249.9946
	249.9946
	4.9999
	110.0033, 110.0039, 110.0044, 110.0049, 110.0054
	110.0054
	-4.9999

	51
	254.9960, 254.9955, 254.9950, 254.9945
	254.9945
	4.9999
	105.0040, 105.0045, 105.0050, 105.0055
	105.0055
	-4.9999

	52
	259.9959, 259.9954, 259.9949, 259.9943
	259.9943
	4.9998
	100.0041, 100.0046, 100.0051, 100.0056
	100.0056
	-4.9999

	53
	264.9958, 264.9953, 264.9948, 264.9942
	264.9942
	4.9999
	95.0047, 95.0052, 95.0057
	95.0057
	-4.9999

	54
	269.9957, 269.9952, 269.9946, 269.9941
	269.9941
	4.9999
	90.0038, 90.0043, 90.0048, 90.0053, 90.0059
	90.0059
	-4.9998

	55
	274.9956, 274.9951, 274.9945, 274.9940
	274.994
	4.9999
	85.0044, 85.0049, 85.0054, 85.0060
	85.006
	-4.9999

	56
	279.9955, 279.9949, 279.9944, 279.9939
	279.9939
	4.9999
	80.0050, 80.0055, 80.0061
	80.0061
	-4.9999

	57
	284.9954, 284.9948, 284.9943, 284.9938
	284.9938
	4.9999
	75.0046, 75.0051, 75.0057, 75.0062
	75.0062
	-4.9999

	58
	289.9952, 289.9947, 289.9942, 289.9937
	289.9937
	4.9999
	70.0047, 70.0052, 70.0058, 70.0063
	70.0063
	-4.9999

	59
	294.9951, 294.9946, 294.9941, 294.9936
	294.9936
	4.9999
	65.0043, 65.0048, 5.0054, 65.0059, 65.0064
	65.0064
	-4.9999

	60
	299.9950, 299.9945, 299.9940, 299.9935
	299.9935
	4.9999
	60.0049, 60.0055, 60.0060, 60.0065
	60.0065
	-4.9999

	61
	304.9949, 304.9944, 304.9939, 304.9933
	304.9933
	4.9998
	55.0045, 55.0051, 55.0056, 55.0061, 55.0066
	55.0066
	-4.9999

	62
	309.9953, 309.9948, 309.9943, 309.9938, 309.9933
	309.9933
	5
	50.0052, 50.0057, 50.0062, 50.0067
	50.0067
	-4.9999

	63
	314.9942, 314.9937, 314.9932
	314.9932
	4.9999
	45.0053, 45.0058, 45.0063, 45.0068
	45.0068
	-4.9999

	64
	319.9946, 319.9941, 319.9936, 319.9930
	319.993
	4.9998
	40.0049, 40.0054, 40.0059, 40.0064, 40.0069
	40.0069
	-4.9999

	65
	324.9945, 324.9940, 324.9935, 324.9929
	324.9929
	4.9999
	35.0055, 35.0060, 35.0065, 35.0071
	35.0071
	-4.9998

	66
	329.9944, 329.9939, 329.9933, 329.9928
	329.9928
	4.9999
	30.0056, 30.0061, 30.0066, 30.0072
	30.0072
	-4.9999

	67
	334.9944, 334.9938, 334.9932, 334,9927
	334.9927
	4.9999
	25.0057, 25.0062, 25.0067, 25.0073
	25.0073
	-4.9999

	68
	339.9947, 339.9942, 339.9936, 339.9931, 339.9926
	339.9926
	4.9999
	20.0053, 20.0058, 20.0063, 20.0068, 20.0074
	20.0074
	-4.9999

	69
	344.9940, 344.9935, 344.9930, 344.9925
	344.9925
	4.9999
	15.0059, 15.0064, 15.0070, 15.0075
	15.0075
	-4.9999

	70
	349.9939, 349.9934, 349.9929, 349.9924
	349.9924
	4.9999
	10.0060, 10.0066, 10.0071, 10.0076
	10.0076
	-4.9999

	71
	354.9938, 354.9933, 354.9928, 354.9923
	354.9923
	4.9999
	5.0067, 5.0072, 5.0077
	5.0077
	-4.9999

	72
	359.9937, 359.9932, 359.9927, 359.9922
	359.9922
	4.9999
	0.0057, 0.0063, 0.0068, 0.0073, 0.0078
	0.0078
	-4.9999

	73
	360
	360
	0.0078
	355.0063, 355.0069, 355.0074, 355.0079
	355.0079
	-4.9999



Table 7 shows the averages of the actual step sizes based on the rotation type. For the counterclockwise average jog step size, the negative sign only indicates the direction the stage was rotating in. [Positive average jog step sizes indicate the stage was rotated clockwise. Negative jog step sizes indicate the stage was rotated counterclockwise.] The overall average jog step size only use the magnitudes of the average overall counterclockwise jog step size and the average clockwise jog step size (without reaching 360⁰). The reason for two average clockwise jog step sizes is because the stage would only rotate up to 360⁰ when rotated clockwise. 

Table 7: Averages of Jog Step Sizes Based on the Data from Table 6.

	Characteristic
	Measurement (⁰)

	Average Jog Step Size (Clockwise; overall)
	4.931506849

	Average Jog Step Size (Clockwise; w/o reaching 360⁰)
	4.999891667

	Average Jog Step size (Counterclockwise; overall)
	-4.999891781

	Overall Average Jog Step Size
	4.999891724


Based on the data in Table 7, the measured jog step sizes are close to the expected jog step size of 5⁰.
Outside Resources Appendix

The following are links to websites and data sheets used to assist with this project.

Thorlab camera website: https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=6592.

[It gives access to the camera auxiliary-pin layout, manuals, software, accessories, accessory manuals, lots of code, etc.]
Thorlab motorized stage website: https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=2875.

Thorlab laser diode mount website: https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=2437.

Thorlabs Stage-Coding Tutorial: https://www.thorlabs.com/tutorials/APTProgramming.cfm.
Thorlabs T-Cube Brushless DC Servo Driver Manual (Link #1): http://www.sal.wisc.edu/manga/archive/public/datasheets/thorlabs/TBD001-Manual.pdf.
Thorlabs T-Cube Brushless DC Servo Driver Manual (Link #2): http://physlab.org/wp-content/uploads/2016/04/DCservomotor_1.pdf.
Thorlabs Software Overview: https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=9019.
Link #1 for Stage Software: https://www.thorlabs.com/software_pages/ViewSoftwarePage.cfm?Code=APT.
Link #2 for Stage Stoftware: https://www.thorlabs.com/software_pages/ViewSoftwarePage.cfm?Code=Motion_Control.
Thorlabs APT Communication manual: https://www.thorlabs.com/software/apt/APT_Communications_Protocol_Rev_15.pdf.
T-Cube Brushless DC Servo Driver Overview: https://www.thorlabs.com/thorproduct.cfm?partnumber=TDC001.
T-Cube Brushless DC Servo Driver Overview Page: https://www.thorlabs.us/catalogPages/352.pdf.
DLL and OCX file Registration: http://www.chestysoft.com/dllregsvr/default.asp.

Importing an ActiveX control onto Visual Studios: http://www.chestysoft.com/ximage/vbnet/activex-vbnet.asp.
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